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Potential of Bayesian neural networks

Data efficiency is a serious problem for instance in deep RL.

Generalization in deep learning is (still) poorly understood.

Can reveal and critique the true model assumptions of deep learning?



Priors on weights are difficult to interpret.

If we do not understand the prior then why do we expect good performance?

Possible e.g that we are doing good inference with a terrible prior.



Increasing width, single hidden layer  (Neal 1994) 

Carefully scaled prior

Proof:
Standard Multivariate CLT



The Central Limit Theorem (CLT)
1D Convergence in distribution ↔ Convergence of CDF at all continuity points
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Subtleties of convergence in distribution: a simple example



Question:  What does it mean for a stochastic process to converge in distribution?

One answer: All finite dimensional distributions converge in distribution.  



Increasing width, multiple hidden layers

Carefully scaled prior
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Our contributions

1) Rigorous, general, proof of CLT for networks with more than one hidden layer. 

2) Empirical comparison to finite but wide Bayesian neural networks from the literature. 



Multiple hidden layers:
A first intuition



Careful treatment:
Preliminaries



Careful treatment



Proof sketch



Exchangeability

de Finetti’s theorem:

An infinite sequence of random variables is 
exchangeable if any finite permutation leaves its 
distribution invariant.

An infinite sequence of random variables 
is exchangeable if and only if it is i.i.d
conditional on some random variable.



Exchangeable central limit theorem
Blum et al 1958

Triangular array:
Allows for the definition of the RVs 
to change as well as the number.



Empirical rate of convergence



Compare: 

1) Exact posterior 
inference in 
Gaussian process 
with the limit kernel 
(Fast for this data).

2) Three hidden 
layer network with 
50 units per 
hidden layer with 
gold-standard 
HMC (Slow for this 
data).



Limitations of kernel methods



Deep Gaussian Processes

Can view (some of) these models as taking the limit of 
some layers but keeping others narrow.

This prevents the onset of the central limit theorem.

Damianou and Lawrence. 2013



A subset of subsequent work 
With apologies to many excellent omissions…
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